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Abstract—From computer modelling point of view, bio-
logical system itself highly parallel, distributed, and con-
current mechanism in its functioning. On the otherhand,
a software engineering formal method Petri net is widely
used in modelling for distributed and concurrent systems.
We consider a qualitative model based on Petri nets for
the eukaryotic heat shock response introduced in [1]. The
heat shock response (HSR) is a very well conserved de-
fense mechanism against protein misfolding. The network
includes mechanisms for feed-forward amplification, feed-
back regulation and stress-induced activation. In the present
paper based on a recently introduced clustering approach
for biochemical Petri nets, we explore and identify the main
functional, biologically-relevant modules of the heat shock
response model. We also explore its reachability properties
and interpret them in terms of viability of the heat shock
response.

I. INTRODUCTION

A. The heat shock response

The heat shock response is the reaction of cells to el-
evated temperatures. Under raised temperature (or other
stress stimuli such as heavy metals or radiation), proteins
tend to misfold and then form big aggregates that may
eventually render the cell unable to survive, see [2]. It is
well understood that the main role in the cell’s reaction to
heat shock is played by the heat shock proteins (HSP),
see [3], [4]. They act as chaperons, helping misfolded
proteins (MFP) to refold into their native form (PROT).
The heat shock proteins have a major contribution also
in the resilience of cancer cells, see [5] and they have
been suggested as targets in potential cancer treatments,
see [6], [7].

In eukaryotes, the heat shock response is controlled
through the regulation of the transactivation of the HSP-
encoding genes, see [4], [8] (the bacterial mechanisms is

only slightly different, see [9]). The kinetic details of the
control have been disputed in the past few years, with
several models proposed in [8], [10], [11]. We follow
in this paper a molecular model of a new kinetic model
for the heat shock response proposed in [12]. In this
model, the transcription of the gene is promoted by some
proteins called heat shock factors (HSF) that dimerize
(HSF2) and then trimerize (HSF3), eventually bind to a
specific DNA sequence called heat shock element (HSE),
upstream of the HSP-encoding gene. Once the HSF3 is
bound to the HSE, the gene is transactivated and the
synthesis of HSP is thus switched on. Once the level of
HSP is high enough, the cell has an ingenious mech-
anism to switch off its own synthesis. For this, HSPs
bind to free HSFs, as well as breaking the HSF trimers
(including those bound to HSEs, promoting the gene
activation), thus effectively halting the HSP synthesis.
In this model we treat uniformly under HSP all types of
heat shock proteins. We have a similar convention for
treating uniformly all three types of heat shock factors
under the name HSF. PROT and MFP group together all
proteins and misfolded proteins, respectively, other than
HSP and HSF. Table I summarizes the list of reactions
used in [13] from the the kinetic model of [12]. In the
table we list each reversible reaction as two irreversible
ones, accounting for its two directions.

B. Petri nets and clustering

Let us give here the basic notions and notations
of a Petri net which are used through the paper, for
the detailed introduction the reader is referred to, for
instance, [14], [15].

A Petri net consists of places, represented as circles;
transitions, represented as boxes; arrows from places to
transitions; arrows from transitions to places; a weight
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for every arrow (represented as a number), weight ‘1’
can be omitted; a marking is indicated by the number
of tokens in every place; an initial marking, defining the
initial number of tokens for every place.

In a Petri net, a place p is in the pre-set (or post-set) of
a transition t if there is an arrow from p to t (or an arrow
from t to p); a transition t is enabled if for every place
p from the pre-set of t the weight of the arrow from p to
t is not greater than the number of tokens indicated at p.
An enabled transition t will occur in that the number of
tokens at every place p is decreased by g if the arrows
from p to t are of weight g and in that the number of
tokens at every place p′ is increased by g′ if the arrows
from t to p′ are of weight g′. Two transitions are in
conflict with one another if both are enabled and the
occurrence of one results in the disablement of the other,
but one of them occur chosen non-deterministically. A
transition is deadlocked if it can never fire. A transition
is live if it can never deadlock.

Consider a Petri net P with the set of places P =
{p1, · · · , pn} and set of transitions T = {t1, · · · , tm},
for some m,n ≥ 1. Its incidence matrix A is an (n×m)-
matrix (where n denotes the number of places and m
the number of transitions). Every matrix entry aij gives
the token change on the place pi by the firing of the
transition tj . Thus, firing transition tj changes the state
of the system from M ∈ Nn

0 to state Aj +M , where Aj

is the j-th column of A. The transition may fire if and
only if all entries of Aj +M are nonnegative integers.

A T-invariant is defined as a non-zero vector x ∈ Nm
0 ,

which holds the equation A · x = 0. A T-invariant
represents a multiset of transitions, which have altogether
a zero effect on the marking. Analogously, a P-invariant
is defined as a non-zero vector y ∈ Nn

0 such that
yt ·A = 0, where yt is the row-vector transpose of y. A
P-invariant characterizes a token conservation rule for a
set of places, over which the weighted sum of tokens is
constant independently from any firing.

The reachability set R(M) of a net is the set of all
markings M reachable from initial marking M0. A Petri
net is called bounded if and only if the initial marking
M0 is finite and there exists k ∈ N such that, for all
marking M reachable from the initial marking and all
places p ∈ P , M(p) ≤ k i.e places never hold more than
k tokens.

Cluster analysis comprises a range of methods for
classifying multivariate data into subsets (clusters) based
on similarity. Clustering is the process of organizing
objects into groups whose members are similar to one

another. Thus, a cluster is a collection of similar ob-
jects. By partitioning heterogeneous data into relatively
homogeneous clusters, clustering can help to identify the
intrinsic grouping in the data set and to reveal the charac-
teristics of some structure in the data. A cluster analysis
can be seen as a three step process, encompassing the
following main steps: (1) selection of a distance measure
to compute the distance between all pairs of objects, (2)
selection of a clustering algorithm to group the objects
based on the computed distances, and (3) selection of a
cluster validity measure to identify the optimal number
of clusters for interpretation.

We follow in this paper a cluster analysis approach for
Petri nets proposed in [16] with the aim of decomposing
biochemical networks into functional modules. In this
approach, the T-invariants of the Petri net are clustered.
This in turn induces a clustering of the model, where
different clusters may have nodes and transitions.

The Tanimoto distance measure [17] among other
measuring methods can be used to classify T-invariants,
[16]. The Tanimoto coefficient, measuring the similarity
between two T-invariants, ti and tj , is computed as
follows:

s(ti, tj) = sij =
a

(a+ b+ c)

where a is the number of transitions common in both ti
and tj , b is the number of transitions only present in ti,
and c is the number of transitions only present in tj . The
Tanimoto coefficient is then transformed into a distance,
dij , by

dij = 1− sij .

Having obtained the distance between each pair of ob-
jects, a number of clustering algorithms such as UPGMA
(Unweighted Pair Group Method with Arithmetic mean),
Complete Linkage, Single Linkage and PAM (Partition
Around Medoids) can be applied. For instance, in an
agglomerative clustering algorithm UPGMA, which is
used in this paper, the distance between two clusters,
Ci and Cj , is computed as the average of distances, dij ,
of all possible pairs of objects with i ∈ Ci and j ∈ Cj .
Whereas the clustering starts with the finest partitioning
(singleton), merging the two most similar clusters in each
iteration, until all clusters are joined in one cluster.

To select the optimal number of clusters, one may use
the Silhouette Width [18] as a cluster validity measure.
For each object i in cluster Ai, the Silhouette value si
is calculated as follows:

si =
bi − ai

max(ai, bi)

70



Information Communication Technology in Education MMT 2017

where ai is the average distance of object i to all objects
of the cluster Ai and bi is the average distance of object i
to all objects of the closest cluster Bi (neighbor of object
i). Intuitively, the Silhouette value is giving a measure for
whether object i was placed in the most suitable cluster:
• values near 1 indicate that an object is near the

center of a tight cluster;
• values near 0 indicate that an object is between

clusters;
• negative values indicate that an object may be in

the wrong cluster.
Average Silhouette width is the average of si for all

objects i in the data, i.e. average Silhouette width for k
clusters. This can be used to select the ”best” number of
clusters, by choosing that k yielding the highest average
of si. One may then select the number of clusters in
such a way that the average Silhouette width over all
T-invariants is maximized. We denote by SC (Silhouette
coefficient) the average Silhouette width of the resulting
clustering.

The SC coefficient can then be used to decide on the
quality of the resulting clustering (see [19]):
• if SC is between 0.71 and 1.00, then a strong

structure has been found;
• if SC is between 0.51 and 0.70, then a reasonable

structure has been found;
• if SC is between 0.26 and 0.50, then the structure

is weak and could be artificial,
please try additional methods on this data;

• if SC is less than 0.25, then no substantial structure
has been found.

II. MODELING METHOD

Each species in the molecular model is represented as
a place in the Petri net, labeled by p1, p2, . . . , p10, while
the reactions in the model are represented as transitions
injectively labeled by t0, t1, . . . , t16 as indicated in Table
I.

We illustrate in Figure 1 each type of (1) – (8)
reactions as Petri net components, whereas the species
involved in a reaction are represented by pre-places,
the reaction itself represented by a transition, while the
reaction results or produced species are the post-places,
thus, a chemical reaction is represented as a transition
occurrence of Petri net.

When composing the Petri net components corre-
sponding to all reactions (by merging the places with
identical labels of species), we obtain the Petri net model
P of the heat shock response consists of 10 places and
17 transitions, described in [1].

The tokens in a place represents the number of copies
of the corresponding species existing in the model at the
time. The incidence matrix of the Petri net model P is
described in [1].

A B
(5) A + A −> B

CA

(2) A + B −> C

B

BA

C
(4) A + B −> C + D 

D

BA(3) C −> A + B C

BA

(1) A −> B

A B

(7) A −> A +  B

B

(6) A −> B + B

A

A

t

t

t

t

t

t

t

t

(8) A −> 0

2

2

Fig. 1. 8 basic type of Petri net components for HSR model.

We consult the reader refer to [1] where one can
find various results based on P-Invariant and T-Invariant
analysis of the Petri net model of heat shock response.

a) Clustering the network: Consider now the clus-
tering of the net and see how the net structure is
composed of distinct modules relevant to biological
meaningful functions.

Fig. 2. The dendrogram for the T-clusters and corresponding T-
invariants composed of transitions.

In our T-cluster analysis, the Tanimoto coefficient, see
Section I-B, is used to measure the similarity between
T-invariants, which is implemented by the PInA [20].
Having obtained the distance matrix, a hierarchical (UP-
GMA) and a partitioning (PAM) clustering algorithms
are applied. Finally, to determine the optimal number
of T-clusters for interpretation, the Silhouette Width,
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TABLE I
THE METABOLITES AND REACTIONS IN THE MOLECULAR MODEL OF THE HEAT SHOCK RESPONSE OF [12]. THEY ARE MODELED AS

PLACES AND TRANSITIONS, RESPECTIVELY, IN PETRI NET APPROACH IN [1].

Places Metabolite Transition Reaction
p1: HSE [HSF3 unbnd HSE] t0: HSF3 : HSE → HSF3 +HSE
p2: HSF3 : HSE [DNA bnd] t1: HSF3 +HSE → HSF3 : HSE
p3: HSF3 [detrimer] t2: HSF3 → HSF2 +HSF
p4: HSF2 [trimer] t3: HSF2 +HSF → HSF3
p5: HSF [monomer] t4: HSF2 → 2HSF
p6: HSP : HSF [dimer] t5: 2HSF→ HSF2
p7: HSP [HSP bnd HSE] t6: HSP +HSF → HSP : HSF
p8: MFP [HSF3 unbnd HSE] t7: HSP : HSF → HSP +HSF
p9: PROT [brk trimer] t8: HSP +HSF3 → HSP : HSF + 2HSF
p10: HSP :MFP [brk dimer] t9: HSP +HSF2 → HSP : HSF +HSF

[HSP prod] t10: HSF3 : HSE → HSF3 : HSE +HSP
[DNA unbnd] t11: HSP +HSF3 : HSE → HSP : HSF + 2HSF +HSE
[chap.act] t12: HSP +MFP → HSP :MFP
[chap.inact] t13: HSP :MFP→ HSP +MFP
[refold] t14: HSP :MFP→ HSP + PROT
[misfold] t15: PROT →MFP
[HSP degrad] t16: HSP→ 0

HSE 
p1

HSP:MFP

p10
HSF3:HSE

p2
HSF3

p3
HSF2

p4

HSF
p5

HSP:HSF
p6

HSP
p7

MFP
p8

PROT
p9

C7

C6

C8
t0

HSF3 unbnd HSE

t1
DNA bnd

t2
detrimer

t3
trimer

t4
monomer

t5
dimer

t7
HSP unbnd HSF

t6
HSP bnd HSF

t12
chap.act

t13
chap.inact

t14
refold

t9
brk dimer

t11
DNA unbnd

t8
brk trimer

t10
HSP prod

t16
HSP degrad

t15
misfold

C1 C2 C4 C5

C3 2

2

2

2

Fig. 3. The result of clustering the T-invariants of Petri net in Figure 2. The clusters are outlined.

see Section I-B, is checked among the cluster validity
measures performed using PInA [20] and WinIDAMS
[19]. The hierarchical clustering algorithms suggest to
split the net into 8 T-clusters, while the partitioning
clustering algorithm tells us 7 T-clusters could be the
best among the others according to its cluster validity
measure. As the result, we choice a clustering which
partition the 10 T-invariants of the net into 8 distinct

T-clusters because it can sufficiently express biological
meaningful modules of our biochemical Petri net. The
dendrogram for the T-clustering, obtained by PInA [20]
and visualized with Wilmascope [21], and the corre-
sponding T-clusters composed of T-invariants within
the transitions are illustrated in Figure 2 and also the
obtained T-clusters are highlighted on our Petri net in
Figure 3.

72



Information Communication Technology in Education MMT 2017

The T-invariants (4)–(8), presented in [1], are trivial:
they form the T-clusters C1, C2, C3, C4, and C5, which
altogether represent the feed-forward amplification (gene
transcription) mechanism. The non-trivial T-invariants
(9)–(13) form three other disjunctive T-clusters C6, C7,
and C8. A subsequent combination of the modules
express a specific pathway of the network switch from
the steady state (C6) at temperature 37C to the gene
transcription (C7) as temperature raises to 42C and then
misfolded protein repairing mechanism (C8) is switched
on provided the HSP synthesis has been activated, finally
the module C6 is returned as stress went away. The
main function of T-cluster C6 is devoted to the feed-back
regulation of the HSP transactivation and it is the dom-
inant part of the model under physiological conditions
(at temperature 37C). Reactions in this T-cluster include
heat shock factor dimerization, trimerization, binding
to HSE, and the HSP -backregulation of all forms of
HSF . This cyclic reactions have to be switched to the
T-cluster C7 in order to activate the HSP -encoding gene
for future transactivation of the HSP synthesis as well
as degradation mechanism as cell is under stress.

The stress-induced activation mechanism is repre-
sented in the next main T-cluster C8, where the process
of the misfolding of proteins and the chaperon activity
of HSP , whose activity is greatly increased under
raised temperature, see the biological interpretation of
T-invariant (13) in [1].

Thus, each T-cluster of C6, C7 and C8 represents a
functionally different module, but their ordered sequen-
tial combination suggests a minimal pathway of switch
between the cell conditions at temperature 37C and 42C,
respectively.

b) Reachability analysis: Now we consider
the reachability problem for our Petri net.
As an example, let the initial marking be
M ′0 = (HSE, 0, 0, 0, 3HSF, 0, 0, 0, PROT, 0). In
this case, all transitions are eventually enabled,
while the network is not bounded. It can be seen
that M ′0 is a minimal initial marking with this
property. In this case the reachability graph is infinite,
while the coverability graph consists of 48 nodes.
As another example, let the initial marking be
M0 = (HSE, 0, 0, 0, HSF, 0, HSP,MFP,PROT, 0),
which does not satisfy the P-invariants because of
HSP . In this case the net is bounded. There are only
10 markings x that are reachable from M0, see Table II
and Figure 4. A schematic view of the paths (transitions)
from the initial marking to the reachable markings and
between the markings are depicted in Figure 4.

M1

(HSE; HSP:HSF; MFP; PROT)

M6

(HSE; HSF; MFP; PROT)

M3

(HSE; HSF; HSP; 2MFP)

M9

(HSE; HSF; HSP; 2PROT)

M5

(HSE; HSF; 2MFP)

M2

(HSE; HSP:HSF; 2MFP)

M10

(HSE; HSP:HSF; 2PROT)

M8

(HSE; HSF; 2PROT)

M0 (HSE; HSF; HSP; MFP; PROT)initial marking

M7

(HSE; HSF; PROT; HSP:MFP)
M4

(HSE; HSF; MFP; HSP:MFP)

[HSP bnd HSF] t6

[HSP unbnd HSF]t7

t15 t15

t16

t14t12

[chap.inact] t13
t15[HSP degrad] t16

t6

[misfold] t15
t15

t7

t16

t15

[chap.act] t12

[refold] t14 t13

t15

t6
t7

Fig. 4. Reachability graph from the marking M0.

The following two results give some results about
the reachability problem of our Petri net and about its
possible deadlocks. The first result shows that a deadlock
is characterized by the P-invariant given at (2) presented
in [1].

Proposition 1. The Petri net P modeling the heat shock
response may reach a deadlock starting from the initial
marking M if and only if [p2]3M(HSF3 : HSE) +
[p3]3M(HSF3) + [p4]2M(HSF2) + [p5]M(HSF ) +
[p6]M(HSP : HSF ) ≤ 1. Equivalently,

p′) M(HSF3 : HSE) = M(HSF3) =
M(HSF2) = 0 and

p′′) M(HSF ) +M(HSP : HSF ) ≤ 1.

Proof. Assume first an initial marking M =
(a, 0, 0, 0, n1, n2, b, c, d, e), with a, b, c, d, e, n1, n2 ∈ N,
n1 + n2 = 1. The following sequence of transitions
leads to deadlock: (−→tx means a transition t applies x
times in a raw)

M −→te15 (a, 0, 0, 0, n1, n2, b, c, d+ e, 0)

−→tc13 (a, 0, 0, 0, n1, n2, b+ c, 0, c+ d+ e, 0)

−→t
n2
7 (a, 0, 0, 0, 1, 0, b+ c+ n2, 0, c+ d+ e, 0)

−→t
b+c+n2
16 (a, 0, 0, 0, 1, 0, 0, 0, c+ d+ e, 0).

Assume now an initial marking M from
where P may reach a deadlock. Note that
p = [p2]3M(HSF3 : HSE) + [p3]3M(HSF3) +
[p4]2M(HSF2)+[p5]M(HSF )+[p6]M(HSP : HSF )
is a P-invariant of the Petri net and so, constant
throughout the transitions of the Petri net. To conclude
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TABLE II
REACHABLE MARKINGS WITHIN THE INITIAL MARKING M0 = (HSE, 0, 0, 0, HSF, 0, HSP,MFP, PROT, 0).

HSE HSF3:HSE HSF3 HSF2 HSF HSP:HSF HSP MFP PROT HSP:MFP
M0 1 0 0 0 1 0 1 1 1 0
M1 1 0 0 0 0 1 0 1 1 0
M2 1 0 0 0 0 1 0 2 0 0
M3 1 0 0 0 1 0 1 2 0 0
M4 1 0 0 0 1 0 0 1 0 1
M5 1 0 0 0 1 1 0 2 0 0
M6 1 0 0 0 1 0 0 1 1 0
M7 1 0 0 0 1 0 0 1 1 1
M8 1 0 0 0 1 0 0 0 2 0
M9 1 0 0 0 1 0 1 0 2 0
M10 1 0 0 0 0 1 0 0 2 0

the theorem, it is enough to show that if at least
either condition p′ or p′′ does not hold, then at least
one transition is enabled to M . Assume then that p′)
M(HSF3 : HSE) = M(HSF3) = M(HSF2) > 0.
Then at least one token exists on either places. If
M(HSF3 : HSE) ≥ 1, then transition t10 is enabled
infinitely, if M(HSF2) ≥ 1, transitions t4 and t5
alter (trap) forever. Finally, if M(HSF3) ≥ 1, then
t2, t3, t4, t5 are always enabled in some ways, in other
words, a cycle of formations of HSF monomer,
dimer, trimer is enabled indefinitely. On the other
hand, assume p′′) M(HSF ) + M(HSP : HSF ) > 1.
Let us check a case of two tokens existence such
that M(HSF ) + M(HSP : HSF ) = 2. There are
three possibilities: 1) if M(HSF ) = 2, then forever
alternating of transitions t5 and t4 is enabled; 2) if
M(HSP : HSF ) = 2, by occurrences of transition
t7, the case 1) is always obtained; 3) in a case
M(HSF ) = M(HSP : HSF ) = 1, again case 1) is
always reachable. Thus, a deadlock is possible if and
only if the conditions p′ and p′′ are held.

Our second result relates the reachability problem to
the P-invariants (1) – (2) in [1].

III. CONCLUSION

The invariants of the Petri net model correspond
to properties of the continuous model of [12]: the P-
invariants correspond to the mass-conservation relations
and the T-invariants correspond to the elementary modes.
This relation follows from the fact that the incidence ma-
trix of the Petri net model coincides with the stoichiomet-
ric matrix of the continuous model and has been reported

many times before, see, e.g., [22]. The types of analysis
one can perform with the two approaches are however
completely different. While the continuous model gives
interesting steady state analysis, including sensitivity
analysis, the Petri net allows reasoning about the network
itself, albeit in qualitative, rather than quantitative terms.
The Petri net of the heat shock response satisfies the
model validation criteria according to [23], [24]: the net
is covered by minimal T-invariants; each T-invariant and
the clusters built by T-invariants can be interpreted as
biologically meaningful distinct functions/modules. We
gave in Theorem 1 a simple condition for the network to
run indefinitely, regardless of the transitions to be fired
along any path.

Moreover, we studied the network from cluster analy-
sis point of view and discovered biologically meaningful
functions for the signalling pathway. For instance, the T-
clusters C1, C2, C3, C4, and C5, which altogether repre-
sent the feed-forward amplification (gene transcription)
mechanism, while the T-invariants (9)–(13) form three
other disjunctive T-clusters C6, C7, and C8. A subse-
quent combination of the modules express a specific
pathway of the network switch from the steady state
(C6) at temperature 37C to the gene transcription (C7)
as temperature raises to 42C and then misfolded protein
repairing mechanism (C8), finally the module C6 is
returned as stress went away.

Two different cases of reachability graph have been
presented, one leads to infinite graph whereas finite
graph generated from an initial marking of the Petri net.
A deadlock condition has been showed in Proposition 1.

The extended version of the HSR model including
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phosphorylation regulation should be studied.
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